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Introducción Discriminación

Introducción

El aprendizaje de maquinas se utiliza de forma generalizada para
resolver problemas de predicción en muchas circunstancias de la vida
humana: otorgamiento de crédito, predicción de crimen, alertas de
desempeño académico, transacciones at́ıpicas en el sector financiero,
etc.

En todos estos casos surgen problemas con la recolección de datos o
uso de los modelos:

La predicción esta correlacionada con el instrumento de recolección
de información (input del modelo). Este fenómeno se conoce como
retroalimentación circular o feeback loop: genera potenciales sesgos y
resultados disciminatorios en una población.
Los modelos de ML infieren información de variables no observadas
que normativamente no deben ser utilizadas en los modelos. Este
fenómeno se llama triangulación: potencialmente genera resultados
discriminatorios.
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Otros problemas

Sub reporte: los datos son una muestra sesgada de la realidad.

Equilibrio: las predicciones desconocen que pueden existir
interacciones estratégicas.

Privacidad: con suficiente información es posible identificar personas
o atributos privados.

Este es uno de los grandes retos en las aplicaciones de las
matemáticas y aprendizaje de máquinas al mundo real.
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Introducción

Usan una base de datos de 10 millones de hipotecas.

Los autores encuentran que los negros y e hispanos ganan menor con
la introducción de ML en el sentido de que sus probabilidades de
incumplimiento no disminuyen.

Los modelos de ML aumentan el otrogamiento de todos los grupos
raciales pero incrementa la disparidad en los grupos y entre grupos.

El responsable de estos efectos es principlamente el cambio
tecnológico (mayor felxibiliad) por encima de fenómeno de
triangulación.
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Efectos de una mejor tecnoloǵıa

Dos tipos de deudores: azul y rojo.

Una caracteŕıstica observable, eje x en la figura.

Supongamos que la verdadera relación entre ingreso e
incumplimiento es cuadrática.

Una mejor tecnoloǵıa (modelo no lineal) tiene efectos negativos
sobre parte de la población de los azules (los más dispersos)

 Electronic copy available at: https://ssrn.com/abstract=3072038 

insight by showing that the effect of introducing a more sophisticated technology depends

on two factors, namely, the higher-order moments of borrower characteristics in each group,

and the higher-order derivatives of predictions under sophisticated technology.17

Figure 1: Unequal Effects of Better Technology

x

Default
Probability

P̂nl

P̂lin

βx+ γgr

βx+ γgb

a

2.2 Sources of Unequal Effects

To better understand the sources of unequal effects, it is instructive to consider two special

cases. First, suppose that the true data-generating process for y is

y = P (x) + ε, (2)

where P (x) is a possibly nonlinear, deterministic function of x, and ε is independent of both

x and g.

In this case, group membership g has no direct impact on default risk. Nevertheless, this

17For example, if the distribution of x|g is right-skewed, and the third derivative of P̂nl(x) is positive, then
the introduction of P̂nl(x) relative to the previously available technology will penalize the right tail of x,
causing members of subgroup g to have higher predicted default rates. Members of g would therefore lose
out under the new technology. To take another example, if the distribution of x|g is fat-tailed, and the fourth
derivative of P̂nl(x) is negative, then the new predictions reward both tails of the conditional distribution,
and members of g will be relatively better off, and so forth.
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Triangulación

Ahora suponga que existe una carcateŕıstica (i.e., raza) que no
puede ser utilizada para discriminar y tiene correlacion cero con la
variable observada.

Supongamos que el verdadero modelo es de la forma y = βx + γg .

Una tecnoloǵıa no lineal no puede, por definición, mejorar el anterior
modelo.

Sin embargo, en asuencia de la variable protegida en el modelo, śı
puede ser mejor descubriendo el papel de la variable protegida.



Triangulación

Una mejor tecnoloǵıa tiene efectos negativos sobre el grupo azul (los
más dispersos).
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the figure).

In contrast, the quadratic prediction penalizes the Blue group: since extreme realizations

of x are more likely to come from Blue borrowers, the more sophisticated technology as-

signs higher predicted default probabilities to these extreme realizations of x than to more

moderate realizations of x. We provide a formal example of this mechanism in the appendix.

Figure 2: Triangulation
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2.3 Discussion

The main insights from our simple theoretical analysis are as follows. First, Lemma 1 clearly

predicts that there will generally be both winners and losers from an improvement in sta-

tistical technology. Second, we have argued that better technology can have unequal effects

across borrower groups, even if lenders are not allowed to include group membership g in

predictive modeling. One way this might occur is through the additional flexibility of the

new technology to uncover nonlinear, structural relationships between observable charac-

teristics and default rates. Another is that better technology can triangulate unobservable

group membership using nonlinear functions of x. These impacts will be jointly determined

by the shape of the underlying distribution of x|g, and the differences in shape between the
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Table 1: Descriptive Statistics, 2009-2013 Originations

Group FICO Income LoanAmt Rate (%) SATO (%) Default (%)

Mean 764 122 277 4.24 -0.07 0.42
Asian Median 775 105 251 4.25 -0.05 0.00
(N=574,812) SD 40 74 149 0.71 0.45 6.49

Mean 735 91 173 4.42 0.11 1.88
Black Median 744 76 146 4.50 0.12 0.00
(N=235,673) SD 58 61 109 0.71 0.48 13.57

Mean 746 90 187 4.36 0.07 0.99
White Hispanic Median 757 73 159 4.38 0.07 0.00
(N= 381,702) SD 52 63 115 0.71 0.47 9.91

Mean 761 110 208 4.33 -0.00 0.71
White Non-Hispanic Median 774 92 178 4.38 0.02 0.00
(N=7,134,038) SD 45 73 126 0.69 0.44 8.37

Native Am, Alaska, Mean 749 97 204 4.39 0.04 1.12
Hawaii/Pac Isl Median 761 82 175 4.45 0.04 0.00
(N=59,450) SD 51 65 123 0.70 0.46 10.52

Mean 760 119 229 4.38 0.00 0.79
Unknown Median 773 100 197 4.50 0.02 0.00
(N=984,310) SD 46 78 141 0.68 0.44 8.85

Note: Income and loan amount are measured in thousands of USD. SATO stands for “spread at origination”

and is defined as the difference between a loan’s interest rate and the average interest rate of loans originated

in the same calendar quarter. Default is defined as being 90 or more days delinquent at some point over the

first three years after origination. Data source: HMDA-McDash matched dataset of fixed-rate mortgages

originated over 2009-2013.

using both GSE-securitized and portfolio loans, in the interests of learning about default

probabilities using as much data as possible — as we believe a profit maximizing lender

would also seek to do.

In the next section we estimate increasingly sophisticated statistical models to predict

default in the mortgage dataset. We then evaluate how the predicted probabilities of default

from these models vary across race- and ethnicity-based groups in the population of mortgage

borrowers.
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Table 2: Variable List

Logit Nonlinear Logit

Applicant Income (linear) Applicant Income (25k bins, from 0-500k)
LTV Ratio (linear) LTV Ratio (5-point bins, from 20 to 100%;

separate dummy for LTV=80%)
FICO (linear) FICO (20-point bins, from 600 to 850;)

separate dummy for FICO<600)
(with dummy variables for missing values)

Common Covariates

Spread at Origination “SATO” (linear)
Origination Amount (linear and log)
Documentation Type (dummies for full/low/no/unknown documentation)
Occupancy Type (dummies for vacation/investment property)
Jumbo Loan (dummy)
Coapplicant Present (dummy)
Loan Purpose (dummies for purchase, refinance, home improvement)
Loan Term (dummies for 10, 15, 20, 30 year terms)
Funding Source (dummies for portfolio, Fannie Mae, Freddie Mac, other)
Mortgage Insurance (dummy)
State (dummies)
Year of Origination (dummies)

Note: Variables used in the models. Data source: HMDA-McDash matched dataset of conventional fixed-rate

mortgages.

there are only few observations with such low credit scores. Finally, we bin income into bins

of US $25,000 width from 0 to US $500,000. We refer to this model with binned covariates

as the “Nonlinear Logit”.

4.2 Tree-Based Models

As an alternative to the traditional models, we use machine learning models to estimate

P̂ (x,R). The term is quite broad, but essentially refers to the use of a range of techniques to

“learn” the function f that can best predict a generic outcome variable y using underlying

attributes x. Within the broad area of machine learning, settings such as ours in which

21
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Brier Score is that it can be decomposed into three components:

n−1
∑

n

(P̂ (xi)− yi)2 = n−1

K∑

k=1

nk(ŷk − ȳk)2

︸ ︷︷ ︸
Reliability

−n−1

K∑

k=1

nk(ȳk − ȳ)2

︸ ︷︷ ︸
Resolution

+ ȳ(1− ȳ)︸ ︷︷ ︸
Uncertainty

,

where the predicted values are grouped into K discrete bins, ŷk is the predicted value within

the kth bin, and ȳk is the true mean predicted value within the kth bin. Uncertainty is

an underlying feature of the statistical problem, Reliability is a measure of the model’s

calibration, and Resolution is a measure of the spread of the predictions. A larger resolution

number is better, while a smaller reliability number implies a smaller overall error. It is worth

noting that in our application, the overall uncertainty is 0.00725, and tends to dominate the

overall value of the Brier Score.

Finally, the R2 is a well-known metric, calculated as one minus the sum of squared

residuals under the model, scaled by the sum of squared residuals from using the simple

mean. This gives a simple interpretation as the percentage share of overall variance of the

left-hand-side variable explained by a model.

Figure 3: ROC and Precision-Recall Curves
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Panel A: ROC Panel B: Precision-Recall

Panels A and B of Figure 3 shows the ROC and Precision-Recall curves on the test
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Table 3: Performance of Different Statistical Technologies Predicting Default

ROC AUC Precision Score Brier Score × 100 R2

(1) (2) (3) (4) (5) (6) (7) (8)
Model No Race Race No Race Race No Race Race No Race Race

Logit 0.8522 0.8526 0.0589 0.0592 0.7172 0.7171 0.0245 0.0246
Nonlinear Logit 0.8569 0.8573 0.0598 0.0601 0.7146 0.7145 0.0280 0.0281
Random Forest 0.8634 0.8641 0.0630 0.0641 0.7114 0.7110 0.0323 0.0329

Note: Performance metrics of different models. For ROC AUC, Precision score, and R2, higher numbers

indicate higher predictive accuracy; for Brier score, lower numbers indicate higher accuracy. In odd-numbered

columns, race indicators are not included in the prediction models; in even-numbered columns, they are

included.

of 15 percent.33 Overall, we can conclude with considerable statistical confidence that the

machine learning models significantly improve default prediction performance.

4.3.1 Model Performance With and Without Race

The second, fourth, sixth, and eighth columns of Table 3 show that the inclusion of race has

positive effects on the three models. This suggests that even the more sophisticated machine

learning model benefits from the inclusion of race as an explanatory variable. However,

while all models benefit from the inclusion of race, the improvement is quite small relative

to the increasing improvement in the sophistication of the model. For example, the relative

change in R2 from the simple Logit to the Random Forest model dwarfs the improvement

from adding race as a variable in any of the technologies. The gain from adding race to the

model is larger for the Random Forest model than the Logit models, which is not surprising

given the ability of that model to compute interactions between any included variable and

all of the other variables in the model.

Evaluating changes in the predictive ability of the models as a result of the inclusion of

33The histograms across bootstrapped datasets of the difference in these scores between the Random Forest
and the Nonlinear Logit models are shown in Figure A-6 in the online appendix.
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race is interesting. In keeping with the spirit of the law prohibiting differentiation between

borrowers on the basis of excluded characteristics, assessments of borrower risk should be

colorblind. The fact that race appears to marginally augment their performance suggests

that there is still some sense in which this restriction might be helpful. Importantly, even

though the performance improvement magnitudes are small, this does not mean that the

race indicators do not have significant effects on some groups — for instance, average default

probabilities in the Nonlinear Logit increase from 0.016 to 0.019 for Black borrowers when

race indicators are included, while they decrease for Asian borrowers from 0.006 to 0.004.

To explore this issue further, we employ the three models to predict whether a borrower is

Hispanic or Black using the same set of variables used to predict default. This exercise reveals

striking differences between the models, especially in Panel B of Figure 4. Table 4 confirms

that the Random Forest outperforms the other two models, which have very similar scores,

by 6.9% in terms of average precision, 0.6% in terms of AUC, 2% in terms of Brier score, and

30.7% in terms of R2. Put differently, the machine learning model is better able to ascertain

the racial and ethnic identities of borrowers using observable characteristics. Whether this

ability contributes to triangulation will depend on whether there is considerable variation

in true default propensities across race and ethnic groups that is not non-linearly related to

observable characteristics, as in our simple example (equation (3)). We explore this issue

more comprehensively when we compute estimates of triangulation and flexibility.

Table 4: Performance of Different Statistical Technologies Predicting Race

Model ROC AUC Precision Score Brier Score × 10 R2

Logit 0.7478 0.1948 0.5791 0.0609
Nonlinear Logit 0.7485 0.1974 0.5783 0.0622
Random Forest 0.7527 0.2110 0.5665 0.0813

Note: Performance metrics of different models. For ROC AUC, Precision score, and R2, higher numbers

indicate higher predictive accuracy; for Brier score, lower numbers indicate higher accuracy.

Next, we document how estimated probabilities of default from these models vary across

race-based groups in US mortgage data.

30



Curvas: ROC y Precision-Recall

La curva ROC (TPR o sensitivity vrs. FPR o 1-especificidad) no es
una muy buena medida cuando las clases están muy desbalanceadas.

En particular, si los positivos son muy poco (incumplidos) los falsos
positivos son aún menos (piense en un modelo perfecto en donde los
falsos positivos seŕıan cero) y FPR es cercano a cero.



Curvas: ROC y Precision-Recall

Figura 1: By Walber - Own work, CC BY-SA 4.0,
https://commons.wikimedia.org/w/index.php?curid=36926283

Obsérvese que TPR = Recall

https://commons.wikimedia.org/w/index.php?curid=36926283
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Figure 4: ROC and Precision-Recall Curves of Predicting Race
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4.4 Differences in Predicted Default Propensities

Having estimated the different models, we can inspect how they differ in their evaluation of

the default risk of borrowers from different race groups.

Figure 5 illustrates the potential impact of new technology on different borrower groups

in our sample. Each panel plots predicted default propensities as a function of borrower

income on the horizontal axis, and FICO score on the vertical axis. The figure shows the

level sets of predicted default probabilities for the Nonlinear Logit model in the top two

panels, and for the Random Forest in the bottom two panels. We hold constant other

borrower characteristics.34 These level sets are overlaid with a heatmap illustrating the

empirical density of income and FICO levels among minority (Black and White Hispanic)

borrowers in the right panels, and White non-Hispanic, Asian, and other borrowers in the left

panels, with darker colors representing more common characteristics among the respective

borrower group.

34Specifically, we vary income and FICO for portfolio loans originated in California in 2011, with a loan
amount of US$ 300,000, LTV 80, and 30 year term, for the purpose of buying a home. The loans are issued
to owner-occupants with full documentation, and securitized through Fannie Mae.
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Mejor tecnoloǵıa vrs triangulación

 Electronic copy available at: https://ssrn.com/abstract=3072038 

we interpret as the fraction of the total performance improvement attributable to increased

flexibility, conditional on the improvement achieved by simply adding race. For example,

moving from the Nonlinear Logit model with race to the Random Forest model with race

delivers roughly 98% of the 17.5% improvement in R2 (i.e., 17.2%).

In Panel B, we add new technology first, fixing x, without race, as the vector of ex-

planatory variables. The left column shows the fraction of the overall improvement that is

achieved by changing technology (moving from Nonlinear Logit to the Random Forest, with-

out including race as a covariate in either model), while the left column shows its complement

which is attributable to race conditional on having a flexible model (moving from Random

Forest without race to Random Forest with race). A bigger fraction is attributed to race

conditional on new technology than unconditionally in the Logit model, which might not be

surprising, given that additional interactions between race and other observables are being

utilized. This result is consistent with the results in Table 3, and suggests that machine

learning models capitalize on interactive effects between race and other characteristics.

Table 5: Decomposition of Performance Improvement

Race Technology

ROC-AUC 5.88 94.12
Precision 7.90 92.10
Brier 3.25 96.75
R2 2.04 97.96

Technology Race

ROC-AUC 91.16 8.84
Precision 77.21 22.79
Brier 90.63 9.37
R2 87.75 12.25

Panel A: Race Controls First Panel B: New Technology First

These results are informative despite the absence of a unique decomposition. In the

unidentified example where f(x) perfectly correlates with g, the left columns in Panel A

and Panel B would both show 100%, so that it would be impossible to tell whether the

predictive improvements stem from flexibility or triangulation. By contrast, our empirical

estimates consistently imply that flexible technology yields a larger share of the increase in

accuracy than the inclusion of race dummies. This strongly suggests that in case of predicting

mortgage default, triangulation alone is not at the heart of the performance improvements

and machine learning.
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Figure 6: Comparison of Predicted Default Probabilities Across Models, by Race
Groups
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