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Introduction

Sixty years of efforts to model natural language have started
to give useful results: Complete industries have build on top
of the field of natural language processing.

These models are meant to make natural language
understandable to computers.

For the first time we have methods to process automatically
large amounts of text and extract different features that reveal
syntactic and semantic characteristic of communication.
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Linguistic model applications

Vectorization of words or documents (general purpose).

Sentiment analysis.

Topic models.

Automatic summaries.

Document distance.

Error correction models.
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Vectorization

Bag of words (represented as a Term Document Matrix)

The Inverse Document Frequency Matrix weights each term t

by log
(

D
Dt

)
where D is the total number of documents and

Dt the total number of documents in which t occurs.
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Basics

A Vocabulary V is a finite set of words.

A Document w over V is w = (w1, . . . ,wn) with wi ∈ V .

A Corpus is a set of documents: D = {w1, . . . ,wM}
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Latent Dirichlet Allocation (LDA)

David M. Blei, Andrew Y. Ng, Michael I. Jordan. 2003.
Journal of Machine Learning Research 3, 993-1022.

LDA is a generative probabilistic model of a corpus.

The idea is that documents are represented by random
mixtures of latent topics where each topic is a distribution of
terms.

It is a unsupervised technique that can be used for: topic
modelling, feature extraction, collaborative filtering, modelling
of categorical variables, etc.
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The probabilistic model

Let w be a document of corpus D:
1 Choose N ∼ Poisson(ξ).
2 Choose θ ∼ Dirichlet(α).
3 For each one of the N terms wn:

Choose a topic zn ∼ Multinomial(θ).
Choose a term wn de p(wn | zn, β), a multinomial distributions
conditional on topic zn, where β is a matrix of k × V and
βij = p(w j = 1 | z i = 1).

The objective is to estimate the distribution of words
conditional on topics (β).
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Estimation

It is possible to set up the likelihood function of the corpus
and after a lot of hard computational work, obtain the
maximum likelihood estimation of all parameters.

In particular we can estimate the distribution of topics.
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Applications

Topic Modelling: Gapmaps

http://seixas.quantil.co/gapmaps/api/site/

Text Mining: Basic Models and Applications A. Riascos
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Topic Modelling

LATENT DIRICHLET ALLOCATION

\Arts" \Budgets" \Children" \Education"

NEW MILLION CHILDREN SCHOOL

FILM TAX WOMEN STUDENTS

SHOW PROGRAM PEOPLE SCHOOLS

MUSIC BUDGET CHILD EDUCATION

MOVIE BILLION YEARS TEACHERS

PLAY FEDERAL FAMILIES HIGH

MUSICAL YEAR WORK PUBLIC

BEST SPENDING PARENTS TEACHER

ACTOR NEW SAYS BENNETT

FIRST STATE FAMILY MANIGAT

YORK PLAN WELFARE NAMPHY

OPERA MONEY MEN STATE

THEATER PROGRAMS PERCENT PRESIDENT

ACTRESS GOVERNMENT CARE ELEMENTARY

LOVE CONGRESS LIFE HAITI

TheWilliam Randolph HearstFoundationwill give $1.25 million to Lincoln Center,Metropoli-
tan Opera Co.,New York PhilharmonicandJuilliard School. “Our board felt that we had a
real opportunity to make a mark on thefuture of theperforming arts with thesegrants anact
everybit asimportant as ourtraditional areasof support in health, medicalresearch,education
and thesocial services,” Hearst Foundation PresidentRandolph A. Hearst saidMonday in

announcingthegrants. Lincoln Center’s share will be $200,000 for its new building, which
will house young artists andprovide new public facilities. TheMetropolitan Opera Co. and
New York Philharmonicwill receive $400,000each. TheJuilliard School, wheremusic and
theperforming arts aretaught, will get $250,000. TheHearst Foundation,a leading supporter
of the Lincoln Center Consolidated CorporateFund, will make its usualannual $100,000

donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which
the word is putatively generated.
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Validation: Perplexity

A common measure to evaluate and compare models is the
perplexity:

Perplexity(D) = exp(−
∑M

d=1 log(p(wd))
∑M

d=1 Nd

)



Document Modelling

BLEI, NG, AND JORDAN
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Figure 9: Perplexity results on the nematode (Top) and AP (Bottom) corpora for LDA, the unigram
model, mixture of unigrams, and pLSI.
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Classification using LDA features

LATENT DIRICHLET ALLOCATION
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Figure 10: Classification results on two binary classification problems from the Reuters-21578
dataset for different proportions of training data. Graph (a) isEARN vs. NOT EARN.
Graph (b) isGRAIN vs. NOT GRAIN.
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Figure 11: Results for collaborative filtering on the EachMovie data.

Figure 10 shows our results. We see that there is little reduction in classification performance
in using the LDA-based features; indeed, in almost all cases the performance is improved with the
LDA features. Although these results need further substantiation, they suggest that the topic-based
representation provided by LDA may be useful as a fast filtering algorithm for feature selection in
text classification.
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Collaborative filtering

In this case a set of users ranks a collection of films. Users are
documents and films are words.
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The Prisons Problem

BULLETIN (New Series) OF THE
AMERICAN MATHEMATICAL SOCIETY
Volume 46, Number 2, April 2009, Pages 179–205
S 0273-0979(08)01238-X
Article electronically published on November 20, 2008

THE MARKOV CHAIN MONTE CARLO REVOLUTION

PERSI DIACONIS

Abstract. The use of simulation for high-dimensional intractable computa-
tions has revolutionized applied mathematics. Designing, improving and un-
derstanding the new tools leads to (and leans on) fascinating mathematics,
from representation theory through micro-local analysis.

1. Introduction

Many basic scientific problems are now routinely solved by simulation: a fancy
random walk is performed on the system of interest. Averages computed from the
walk give useful answers to formerly intractable problems. Here is an example
drawn from course work of Stanford students Marc Coram and Phil Beineke.

Example 1 (Cryptography). Stanford’s Statistics Department has a drop-in con-
sulting service. One day, a psychologist from the state prison system showed up
with a collection of coded messages. Figure 1 shows part of a typical example.

Figure 1:

The problem was to decode these messages. Marc guessed that the code was a
simple substitution cipher, each symbol standing for a letter, number, punctuation
mark or space. Thus, there is an unknown function f

f : {code space} −→ {usual alphabet}.
One standard approach to decrypting is to use the statistics of written English to
guess at probable choices for f , try these out, and see if the decrypted messages
make sense.

Received by the editors August 5, 2008.
2000 Mathematics Subject Classification. Primary 60J20.

c©2008 American Mathematical Society
Reverts to public domain 28 years from publication
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Setting up the problem

Students formalized the problem as one in which we need to
find:

f : {Message symbols} → {Traditional alphabet}

The number of possibilities for f is enormous.

To judge how plausible was a particular f they introduce a
linguistic model.

They took War and Peace and estimated the conditional
frequency of letters.

M(x , y) is the conditional frequency of observing the word y
given that you observed x immediately before.
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Solving the problem

Solve:

max
f ∈F

∏
M(f (si ), f (si+1)) (1)

This one is hard: use Metropolis Hasting algorithm.

Check that your solution is plausible.
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Validation

Mix-up all letters in Shakespeare classic:

180 PERSI DIACONIS

To get the statistics, Marc downloaded a standard text (e.g., War and Peace)
and recorded the first-order transitions: the proportion of consecutive text symbols
from x to y. This gives a matrix M(x, y) of transitions. One may then associate a
plausibility to f via

Pl(f) =
∏

i

M (f(si), f(si+1)) ,

where si runs over consecutive symbols in the coded message. Functions f which
have high values of Pl(f) are good candidates for decryption. Maximizing f ’s were
searched for by running the following Markov chain Monte Carlo algorithm:

• Start with a preliminary guess, say f .
• Compute Pl(f).
• Change to f∗ by making a random transposition of the values f assigns to

two symbols.
• Compute Pl(f∗); if this is larger than Pl(f), accept f∗.
• If not, flip a Pl(f∗)/Pl(f) coin; if it comes up heads, accept f∗.
• If the coin toss comes up tails, stay at f .

The algorithm continues, trying to improve the current f by making random trans-
positions. The coin tosses allow it to go to less plausible f ’s, and keep it from
getting stuck in local maxima.

Of course, the space of f ’s is huge (40! or so). Why should this Metropolis
random walk succeed? To investigate this, Marc tried the algorithm out on a
problem to which he knew the answer. Figure 2 shows a well-known section of
Shakespeare’s Hamlet.

Figure 2:

The text was scrambled at random and the Monte Carlo algorithm was run.
Figure 3 shows sample output.

Figure 3:
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Output

The decoded message:

THE MARKOV CHAIN MONTE CARLO REVOLUTION 181

After 100 steps, the message is a mess. After two thousand steps, the decrypted
message makes sense. It stays essentially the same as further steps are tried. I find
it remarkable that a few thousand steps of this simple optimization procedure work
so well. Over the past few years, friends in math and computer science courses
have designed homework problems around this example [17]. Students are usually
able to successfully decrypt messages from fairly short texts; in the prison example,
about a page of code was available.

The algorithm was run on the prison text. A portion of the final result is shown
in Figure 4. It gives a useful decoding that seemed to work on additional texts.

Figure 4:

I like this example because a) it is real, b) there is no question the algorithm found
the correct answer, and c) the procedure works despite the implausible underlying
assumptions. In fact, the message is in a mix of English, Spanish and prison jargon.
The plausibility measure is based on first-order transitions only. A preliminary
attempt with single-letter frequencies failed. To be honest, several practical details
have been omitted: we allowed an unspecified “?” symbol in the deviation (with
transitions to and from “?” being initially uniform). The display in Figure 4 was
“cleaned up” by a bit of human tinkering. I must also add that the algorithm
described has a perfectly natural derivation as Bayesian statistics. The decoding
function f is a parameter in a model specifying the message as the output of a
Markov chain with known transition matrix M(x, y). With a uniform prior on f ,
the plausibility function is proportional to the posterior distribution. The algorithm
is finding the mode of the posterior.

In Section 2, I explain Markov chains and the Metropolis algorithm more care-
fully. A closely related Markov chain on permutations is analyzed in Section 3.
The arguments use symmetric function theory, a bridge between combinatorics and
representation theory.

A very different example — hard discs in a box — is introduced in Section 4. The
tools needed for study are drawn from analysis, micro-local techniques (Section 5)
along with functional inequalities (Nash and Sobolev inequalities).

Throughout, emphasis is on analysis of iterates of self-adjoint operators using
the spectrum. There are many other techniques used in modern probability. A brief
overview, together with pointers on how a beginner can learn more, is in Section 6.
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News-Based Economic Policy Uncertainty Index

Developing news-based Economic Policy Uncertainty index
with unsupervised machine learning: Azqueta-Gavaldón
(2017)

The EPU index objective is to capture snapshots of the
unpredictability and incertitude of the Economy.

The EPU index is constructed from frequencies of newspaper
articles that contain a trio of terms pertaining to the
economy, uncertainty and policy-related matters.
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News-Based Economic Policy Uncertainty Index

The index requires a meticulous manual process was needed.
The index creation engages several research assistants to
manually select those articles describing EPU from a pool of
12,000 articles containing the words economy and uncertainty.

The paper proposes creating a news-based Economic Policy
Uncertainty (EPU) index by employing an unsupervised
algorithm able to deduce the subject of each article without
the need for pre-labeled data.
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EPU index sample

The monthly EPU index for the United States relies on 10
leading newspapers (USA Today, Los Angeles Times, Wall
Street Journal, ...)

Articles taken into account contained the following trio of
terms:

1 “uncertainty” or “uncertain”
2 “economic” or “economy”
3 “congress,” “deficit,” “Federal Reserve,” “legislation,”

“regulation,” or “White House”

This process is done manually and it’s classified into categories
such as Fiscal Policy, Monetary Policy, Healthcare, National
Security, ... for further disaggregated analysis of the index.

The construction of the index since 1985 to 2017 took 2 years
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showed above are count.
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Public Policy Applications

News-based Economic Policy Uncertainty Index
The Effects of the Content of FOMC Communications on US Treasury Rates

Machine Learning to recreate EPU index

The author proposes the use of Latent Dirichlet Allocation
(LDA), an unsupervised machine learning algorithm, to reduce
the cost of estimation of the index.

By making the machine generate the topics the labeling of
articles is done automatically, instead of having people
manually classifying them into categories.

Text Mining: Basic Models and Applications A. Riascos
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Machine Learning to recreate EPU index

The new method proposed by the author consists of the next steps:

1 Download all the articles containing economy and uncertainty from USA Today, The New York Times and
The Washington Post from 1989 to 2016 (40,454 articles)

2 Pre-process the articles using stopwords

3 Apply LDA and find the most likely value of topics K for this specific corpus

4 The documents are labeled as the topic to which they belong the most

5 Group the topics generated by the LDA into the 8 categories that compose de EPU index. This part is the
most manual of the process, since the researcher has to interpret the topics made by the LDA.

6 Normalize the time series by dividing each raw time-series by the total number of articles containing the
word today each month (the proxy for the total number of articles)

7 Finally standarize to mean 100 and one standard deviation the time series.

Text Mining: Basic Models and Applications A. Riascos
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Results

0.94 correlation between the original index and the proposed
0.88 correlation in the cyclical component
0.99 correlation in the trend component
The construction of the index took less than a week

Text Mining: Basic Models and Applications A. Riascos
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The Effects of the Content of FOMC Communications on
US Treasury Rates: Rohlfs et al. (2016)

The paper measures the effects of Federal Open Market
Committee (FOMC) text content on the direction of short-
and medium-term interest rate movements.

FOMC meets roughly eight times a year and releases a
statement (information about interest rates, the money
supply, inflation, unemployment, and economic growth) after
each meeting.
Literature suggests that:

Equity and interest rate markets tend to move when FOMC
communications are released.
Policy actions do not explain these responses.
The directions of market movements coincide with a
human-coded measure of the sentiment expressed in the texts.

Text Mining: Basic Models and Applications A. Riascos
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Methodology

The authors use MedLDA (Maximum Margin Supervised
Topic Models).

They address possible bias from one important set of omitted
variables—releases of macroeconomic data- by estimating
specifications in which they control for those factors
separately and predict whether interest rates moved more or
less than would be expected based upon the latest data on the
macroeconomic environment ( Consumer Price Index,
Unemployment, US Gross Domestic Product).
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They control for time-specific factors like day-of-week effects
and time trends using only observations from non-FOMC
dates.

The study splits the sample into training and test sets in order
to limit over fitting in the predicted values.

Sample: observations from meetings from May 1999 to May
2016.
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Methodology: Pre-processing

FOMC are highly repetitive containing nearly identical
sentences and sentence structures from previous meetings.

Pre-processing of text:

Non-alphabetic characters are removed.
The texts are converted to lower case.
Each document is separated into a bag of words.
Common words and stop words are deleted.
Words are stemmed using the Porter stemming algorithm ( a
process for removing the commoner morphological and
inflexional endings from words in English).
One letter words are dropped.
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and classification problems.

The study built the MedLDA for classification task (response
variable y has three discrete values {1, 0,−1} denoting the
movements of interest rates).
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Results

In most cases, the best accuracy is given by K = 20.

With no control variables → accuracy is 93% and 64% for the
Target and Effective Federal Funds Rate.

With control variables → similar but somewhat lower accuracy
rates.

MedLDA model can effectively associate the text contents of
the meetings with the movements in the rate.
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