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Abstract

Hotspot mapping is a useful technique used to identify where to direct crime preventing resources. It consists of the geographical identification of areas with high crime frequency in the past in hopes of preventing future crime, relying on the existence of fixed determinants of crime as well as the existence of temporal phenomena that nonetheless have certain persistence. There are a number of techniques for identifying crime hotspots based on different models like point estimate models, kernel density estimation, spatial ellipses and spatio-temporal models. The model to be used is often selected in base of the ease of use or interpretability. The purpose of this article is to define a method to evaluate different models and find the most appropriate using historical crime data from Bogotá, Colombia.

1 Introduction

Hotspot mapping is a tool that has been used for a long time by academics and police departments to identify areas of high crime probability and for efficiently assigning limited crime preventing resources. Several mapping techniques exist and have evolved to become more visually succinct and easy to interpret. The choice of model, however, has implications over the resulting hotspots and therefore over the efficacy of crime prevention.

In this research we explore four different modelling techniques for crime prevention. Namely a point model, spatial ellipses model, kernel density estimation and a spatio-temporal model. We explore a measure of efficacy that allows a comparison between models in a train set - test set methodology, the “Precision Accuracy Index” (PAI) [6]. The models are fitted on crime data of the city of Bogotá, Colombia for the period of 2011-2012.

Our results indicate that Kernel Density Estimation models are superior than the other two in prevention of crime. This results are robust, as the expected measure of the PAI rather than the PAI was calculated by averaging over 20 different test weeks of data.

For the three models models that do not include explicitly the temporal dimension optimum results were obtained when estimating different models for each day of the week and ranges of 6 hours, accounting for the shifting dynamics of crime in the city of Bogotá.
2 Different Methods in Crime Prediction

Hotspot mapping has been a useful tool for predicting where crime tends to be higher. It’s application has been used to aid police patrols (Hough and Tilley, 1998; LaVigne and Wartel, 1998, 1999). It’s based on the premise that crime has a higher probability of occurring in geographical areas where it has occurred in the past. This provides an opportunity to exploit the large body of geocoded crime data that has become available in the last decades thanks to the sophistication of GPS and geocoding systems.

There are several techniques for grouping and representing the spatio-temporal data which have been developed to facilitate visualization and practical use in police departments. However there are few studies that compare different techniques in their ability to predict future crime [6]. The aim of this article is to replicate results from [6] which compare a normalized “hit rate” for the different models and find which is more suitable for the task of predicting crime in Bogotá.

The difference in performance of different models can be explained by the trade-off that is present whenever making hotspot mapping. If the grouping of data is too granular, there is a failure in identifying clusters of crime [5] as the visualization becomes too “speckly”. On the other hand, techniques which group data according to different geographical criteria encounter the MAUP (Modifiable Areal Unit Problem) [14], in which the resulting statistics are largely sensible to the arbitrarily chosen boundaries for grouping data.

Some measures have been proposed in the past few decades for comparing different hotspot mapping techniques in their ability to predict the occurrence of crime. A very intuitive one is the “hit rate” that counts how many future crimes occurred in the areas marked as hotspots by the model. However, his measure is of little use since it is not normalized by area. Thus, one can have a model with 100% hit rate by marking the whole study area as a hotspot. Coping with this problem Bowers et. al. [4] proposed a measure called the “Search Efficiency Rate” defined as the number of events per square Kilometer in areas marked as hotspots.

As noted in [6], the “Search Efficiency Rate” does not consider the relation with the size of the study area. Two settings with a Search Efficiency Rate of 20 crimes per $Km^2$ can largely differ in the percentage of crimes contained in the hotspots and the size of them. We would like to capture the fact that more specific hotspots define a more useful model when thinking of the deployment of crime-preventing resources.
In [6] the authors introduce a measurement that normalizes by the number of total crime in the evaluation of the study area as well as the total area of study. Namely, the **PAI** or “Precision Accuracy Index”. This measure was found as the most convenient for comparing between models, not only by the normalizations that allows comparability but also because it captures neatly the relation between type I and type II errors, both of which should be small in a prediction model.

### 2.1 Points Model

The points model is the simplest aggregation strategy to detect hotspots. It is founded on the idea of hotspots being micro areas defined on the order of one-block long street segments [15, 16], so aggregation over a fixed size grid of this order of magnitude allows for the detection of such hotspots when crimes concentrated in a single cell exceed certain threshold.

This model is very simple to implement; the only parameters to estimate are grid size and the hotspot threshold and it is been a practical tool in the prediction of small temporary hotspots [9]. However it has obvious limitations as an actual point cluster might not be detected if distributed over contiguous cells. Moreover, the fixed nature of the grid makes it impossible to detect concentrations of crime that conform a hotspot larger than the grid size failing consequently to capture the spill-over effect of hotspots in neighbouring cells.

### 2.2 Spatial Ellipses Model

The first ellipses model started of as a program to identify “hot circles” using crime spatio-temporal data [2]. However, these circles often overlapped and degenerated into ellipses. The main idea remains the same, to identify highly concentrated points in the map and fit a “standard deviation ellipse” in each one. The ellipses’ size and orientation indicate the underlying distribution of crime.

Spatial Ellipses model have been widely used thanks to their implementation in the ”Spatial and Temporal Analysis of Crime“ software (STAC). Its applications range widely; see for example [12] and [3]. They are, undoubtedly, a popular and useful method for outlining clearly regions were actions should be taken.
Its benefits include their ability to outline regions without using predefined boundaries like police quadrants or political-administrative boundaries [12]. Also, it is a method compatible with multiple GIS applications and it needs few parameters for estimation. However, it has been criticized because typically crime distributions do not follow ellipses and because it does not allow significant analysis inside the outlined regions or negate any comparison with the events outside such regions [6].

The fitting of a standard deviation ellipse for a set of points is straightforward. The magnitude of the two axes of each ellipse is given by the following equations:

\[
SDE_x = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \bar{X})^2}{n}}
\]

\[
SDE_y = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \bar{Y})^2}{n}}
\]

Each ellipse is oriented in the direction of maximum dispersion for each set of points. The other parameter to be estimated is the search radius which is the underlying parameter in a clustering algorithm that assigns every point in the data set to a cluster. The search radius is the maximum distance that can separate two points belonging to the same ellipse.

2.3 Kernel Density Estimation

KDE is a smoothing technique that fits gaussian distributions centered at every point in the sample and adds up to produce a smooth map over the study area without conforming to predetermined areas like ellipses or fixed grids [6]. The search radius for every gaussian distribution to be fit (bandwidth) captures the level of aggregation desired to build the hotspots, and the result is represented as intensity values on a grid whose dimensions also ought to be calculated and determine the granularity in the visualization of such hotspots. However there is no universal doctrine on how to set these parameters [6].

Hotspots can be derived from a KDE estimation by choosing a threshold for the intensity of crime at every cell. E.G. the top \(x\)% of cells with higher intensity. This procedure clearly defines geographical zones which are not bounded by arbitrary divisions like quadrants or census that could bias the analysis. Other advantages are the visual simplicity and allure and
the increasingly high availability of its implementation among GIS software [6]. It has widespread applications documented in literature like [8] and [7].

For the purpose of this research the most relevant comparison of KDE and other models is in [6] where KDE is proven to outperform other models like Ellipses and Thematic Grid Mapping. This probably follows the shape flexibility that KDE allows and the capturing of spill-over effects.

Kernel density estimation, differing with the other two models, does not require clustering of points. It simply consists of fitting a gaussian density of probability about each point in the set, and then the corresponding intensity map consists of the sum of all those, sometimes overlapping, densities. For each point we set the following density.

\[
K(x, x_i, \Sigma) = \frac{1}{\sqrt{(2\pi)^d |\Sigma|}} \exp \left( -\frac{1}{2} (x - x_i)^T \Sigma^{-1} (x - x_i) \right)
\]

The resulting intensity map \( u \) is therefore:

\[
u(x, \Sigma) = \frac{1}{n+1} \sum_{i=0}^{n} K(x, x_i, \Sigma)
\]

### 2.4 Temporal Dimension

A crucial role in crime data analysis is the time dimension. It is clear that crime events do not have the same intensity through time. Criminal activity depends on factors like potential victims, motivated offenders and capable guardianship [9] that are dependent on the time of day and the day of the week. Furthermore, many theories have shown a contagious behaviour of crime of events [10]. Hence temporal models have been enriched by drawing a parallel with seismology where seismic movements are structurally different than their aftershocks [13]. Some suppositions on the estimated models in this paper attempt to capture these relations to produce more accurate models.

Of interest for this paper was the model proposed by [13] that identifies crime clusters in time and space using KDE and a self-exciting point process with intensity

\[
\lambda(t, x, y) = \nu(t)\mu(x, y) + \sum_{k:t_k<t} g(t - t_k, x - x_k, y - y_k; M)
\]

Here, as in seismology, training data is declustered into background and afterschock events. The first group is modeled with a Poisson process with
intensity $\mu(x,y)$. Aftershock events occur in time and space accordingly to kernel $g$ that is supposed to capture the decreasing probability in time and space, this risk being higher when closer to a background event.

Due to the size of data needed to fit kernel $g$, a nonparametric monte-carlo simulation that avoids using all data is used to fit the model. Let $\{(t_k, x_k, y_k)\}_{k=1}^{N}$ be a sample from the preceding model, $p_{ii}$ the probability that event $i$ is a background event and $p_{ij}$ the probability that event $j$ is an aftershock of event $i$. Then

$$p_{ii} = \frac{\mu(t_i, x_i, y_i)}{\lambda(t_i, x_i, y_i)} \quad (4)$$
$$p_{ji} = \frac{g(t_i - t_j, x_i - x_j, y_i - y_j)}{\lambda(t_i, x_i, y_i)} \quad (5)$$

The next iterative algorithm is used to estimate $\nu_n, \mu_n, g_n$.

1. Use $P_{n-1} = [p_{ij}]$ to sample $\{(t_k, x_k, y_k)\}_{k=1}^{N}$ background events.
2. Estimate $\nu_n, \mu_n, g_n$ accordingly with the previous samples.
3. Update $P_n$ using 4 and 5 with the new values of $\nu_n, \mu_n, g_n$

Gaussian kernels were used for all intensities.

3 Data and Methodology

The data employed corresponds to the historical crime data of the urban area of Bogotá, Colombia. Bogotá is the capital, the largest and crowdest city in Colombia. It has an area of 1,587 square kilometres divided in 20 localities or districts. The city has an urban population of 7,878,783 habitants to 2015, giving a density of 4,310 habitants per squared kilometer. By 2014 the proportion of people in poverty was 10.1 % and the average income was $999.195, equivalent to 1.62 Minimum salaries.

During the 90’s Bogota was considered one of the most dangerous cities in the world, thus crime has being a popular policy topic.
The data used was collected and geocoded by the Policía Metropolitana de Bogotá from 2004 to 2014. This database comprises 329,793 individual observations, each containing its coordinates, time of occurrence (to the minute) and crime type. The study area is the whole urban area of Bogotá and the models were trained with data from year 2011 and evaluated in a train test- test set methodology in 20 randomly chosen weeks of 2012.

The data are coded by crime type, with category 2 being a redundant subset of category 3. The different categories are listed in table 1 and their distribution in ???. Since it was not the purpose of this study to compare dynamics of different types of crimes, we made predictive models over a pooling of crime types 1,3,5,6,7 and 9, types of crime which have a victim involving burglary or aggression. The choice to pool the data follows the need to have enough data locally since data would be segmented by time.

<table>
<thead>
<tr>
<th>Crime</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homicide</td>
<td>1</td>
</tr>
<tr>
<td>Injury (Old)</td>
<td>2</td>
</tr>
<tr>
<td>Injury</td>
<td>3</td>
</tr>
<tr>
<td>House Theft</td>
<td>5</td>
</tr>
<tr>
<td>Motorcycle Theft</td>
<td>6</td>
</tr>
<tr>
<td>Auto Theft</td>
<td>7</td>
</tr>
<tr>
<td>Personal Theft</td>
<td>9</td>
</tr>
<tr>
<td>Drug Trafficking</td>
<td>14</td>
</tr>
</tbody>
</table>

The models that did not incorpore temporal variables to map hotspots were fitted on disjoint aggregations of data based on the day of the week and
certain hour ranges, in order to compare their performance across time. The optimal choice of hour ranges was decided using the PAI on a test set, balancing the trade off between a specific model for every hour of the day and the lack of enough data to make accurate predictions on each model if the division was too granular. Models with a 6 hour range were chosen.

In order to validate the models we performed a standard training and test set methodology (common in most machine learning applications) where models are tested on data that were not used during the training. Testing models on the data they were trained in leads to erroneous conclusions because models tend to ”overfit” the data, meaning that they can identify apparent or noisy relations in the training data that do not hold in general.

In our framework, models were trained over different time windows before 2012 and tested in 20 randomly chosen weeks of 2012. Testing in different weeks is important to avoid season specific crime phenomena that could lead to conclude that models are not well suited to predict. E.g. the first week of the year, or weeks with very particular weather phenomena. The model used for each time period (day and hour) is used in the corresponding testing.

The measure used to compare models is the aforementioned Precision Accuracy Index or PAI which can be calculated once a model marks certain areas as hotspots. The PAI consists of the quotient of two measures, the hit rate and the percentage of area. In order to make this measure more robust, the PAI was averaged over the 20 weeks used in the test set.
All of the estimated models were fitted using R statistical software and the libraries \texttt{sp} and \texttt{rgeos}. As it was mentioned before, the point model is the simplest in estimation. It requires only to specify the size of each cell in the grid and then counting how many events in the considered time frame fall within each cell. For this estimation, six hour intervals were chosen for every day of the week and the counts were for such period in the year of 2011. Meaning, for example, that a model was created for Monday in the 00:00-06:00 time period, by aggregating all events for the same period of every Monday of 2012. The cells in the grid were set to 150 Mt. Hotspots were defined as the top 2% cells with higher counts. Notice that hotspots are different depending on the moment of the day and of the week, capturing crime dynamics.

Due to the low level of aggregation that comes from the point model (there is no spill over from cell to cell, so hotspots are very sparse and narrowly defined) the PAI is not the best measure for model precision in prediction. This is because the area defined as hotspots is forcefully very small (only about 10% cells have crimes at all). Thus the PAI is often 0 when the model misses and has a very large value when the model hits something. In order to solve this issue we compare the point model only to KDE using very similar areas (about 10%) and calculating the hit rate (which is essentially equivalent to the hit rate). In general the authors don’t recommend the PAI as a measure with very narrowly defined hotspots as it works better with medium sized hotspots.

The ellipse model was fitted in the same time periods using the \texttt{aspace} R library. The search radius was set to 250 Mt. as it is documented to be an efficient radius. [11]

The only parameters to be set in the KDE model are the bandwidth (captured by the $\Sigma$) which determine how disperse each density is and therefore allowing for the overlapping of such densities and the forming of hotspots, the optimal bandwidth was used based on the best resulting PAI and was set to 150 Mt. The other parameter concerns visualization and application and it is the cell size of the grid of outputted intensities, a cell size of 150
Mt. was chosen as well.

Figures 4, 5, 6 below show visualizations for three of the models, restricted to Usaquén, a locality in Bogotá.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{locality_of_usaquen.png}
\caption{Locality of Usaquen}
\end{figure}

\section{Results and Conclusions}

Next we present the PAI results for the ellipses and KDE models. The results are presented for each of the training weeks and the average (which is the expected value of the PAI for that model).

\begin{figure}[h]
\centering
\begin{tabular}{ccc}
\includegraphics[width=0.3\textwidth]{point_model.png} & \includegraphics[width=0.3\textwidth]{spatial_ellipses.png} & \includegraphics[width=0.3\textwidth]{heatmap.png}
\end{tabular}
\caption{\textbf{Figure 4:} Visualization of point model in the locality of Usaquen. \textbf{Figure 5:} Example of spatial ellipses in the locality of Usaquen. \textbf{Figure 6:} Heatmap generated with KDE}
\end{figure}
<table>
<thead>
<tr>
<th>Week</th>
<th>Ellipses</th>
<th>KDE</th>
<th>Temporal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.76</td>
<td>8.10</td>
<td>5.083324</td>
</tr>
<tr>
<td>2</td>
<td>6.65</td>
<td>6.64</td>
<td>3.913320</td>
</tr>
<tr>
<td>3</td>
<td>3.70</td>
<td>6.95</td>
<td>6.023466</td>
</tr>
<tr>
<td>4</td>
<td>3.24</td>
<td>5.91</td>
<td>4.573324</td>
</tr>
<tr>
<td>5</td>
<td>3.98</td>
<td>6.02</td>
<td>3.243143</td>
</tr>
<tr>
<td>6</td>
<td>3.67</td>
<td>6.30</td>
<td>4.023410</td>
</tr>
<tr>
<td>7</td>
<td>2.93</td>
<td>7.10</td>
<td>3.015682</td>
</tr>
<tr>
<td>8</td>
<td>2.46</td>
<td>5.77</td>
<td>4.126600</td>
</tr>
<tr>
<td>9</td>
<td>3.02</td>
<td>6.07</td>
<td>4.775211</td>
</tr>
<tr>
<td>10</td>
<td>3.56</td>
<td>7.57</td>
<td>4.601124</td>
</tr>
<tr>
<td>11</td>
<td>5.24</td>
<td>7.82</td>
<td>3.124406</td>
</tr>
<tr>
<td>12</td>
<td>3.45</td>
<td>7.38</td>
<td>4.105612</td>
</tr>
<tr>
<td>13</td>
<td>4.55</td>
<td>6.03</td>
<td>4.553678</td>
</tr>
<tr>
<td>14</td>
<td>3.23</td>
<td>6.86</td>
<td>3.875501</td>
</tr>
<tr>
<td>15</td>
<td>3.68</td>
<td>5.85</td>
<td>3.305000</td>
</tr>
<tr>
<td>16</td>
<td>4.80</td>
<td>5.68</td>
<td>3.301474</td>
</tr>
<tr>
<td>17</td>
<td>3.24</td>
<td>5.28</td>
<td>7.065500</td>
</tr>
<tr>
<td>18</td>
<td>2.55</td>
<td>5.08</td>
<td>4.025316</td>
</tr>
<tr>
<td>19</td>
<td>3.99</td>
<td>5.94</td>
<td>4.562433</td>
</tr>
<tr>
<td>20</td>
<td>5.92</td>
<td>6.09</td>
<td>3.679918</td>
</tr>
<tr>
<td>Avg</td>
<td>3.88</td>
<td>6.42</td>
<td>4.248872</td>
</tr>
</tbody>
</table>

**Table 2:** PAI of models

Now we compare the hit rates of the point model and KDE model on a comparable area (about 10%) to evaluate which model is more accurate.
<table>
<thead>
<tr>
<th>Week</th>
<th>Hit Rate</th>
<th>Points</th>
<th>KDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.11</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.12</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.11</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.08</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.10</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.10</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.08</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.09</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.08</td>
<td>0.37</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.10</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.11</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.10</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.09</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.09</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.08</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.10</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.10</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td><strong>Avg.</strong></td>
<td><strong>0.09</strong></td>
<td><strong>0.59</strong></td>
<td></td>
</tr>
</tbody>
</table>

As it can be appreciated, KDE models outperform the ellipses and point model. This is consistent with results in the literature [6]. This is probably due to both the ability of KDE to aggregate or cluster events in a flexible way, a feature that the points model lacks; But also because it can define hotspots in a very fitted way, and not necessarily in the restricted geometries of the ellipses model.

### 5 Developed Software

As an application of the conducted research, the authors designed a mobile-compatible software for predictive policing in the urban area of Bogotá. It is intended to direct crime preventing-resources to where they are most needed. The underlying model is a Kernel Density Estimation (KDE) trained over a year long sample (intended to be the year before the application is used).
5.1 General Interface

The application was developed using an RStudio package called Shiny [1] which provides an HTML compatible environment for programming within R. It uses interactive lightweight maps to show the user the distribution of crime and the recommended segments to patrol or deploy crime preventing resources.

The application requires the end user to specify a day of the week and the time of the day and loads the appropriate crime intensity matrix which is displayed in the interface. Additionally, the user is required to input in a text box the name of the police quadrant where the map should be centered.

It’s compatible with multiple operating systems and web browsers, including mobile phones capable of processing HTML (most smart phones).

5.2 Heatmap Functionality

The first functionality is an interface which displays a heatmap of crime intensities over a map of Bogotá centered at the desired police quadrant. It shows the user where areas of high intensity crime are located by colouring them in a scale of red proportional to the intensity in the crime intensity matrix calculated by the KDE.

![Heatmap Functionality](image)

**Figure 7:** Heatmap Functionality

The user may scroll and zoom about the map to compare intensities with other areas. The visualization of this heatmaps is a quick way of spotting crime patterns and hotspots. The application displays different intensities of crime depending on the time and day of the week chosen, capturing temporal crime dynamics.
5.3 Segment Patrol Functionality

The second functionality is intended to be a more specific display intended to point out the exact street segments on which resources should be deployed. According to the current restriction that police officers must restrict their patrols to their quadrants, this functionality shows the segments which intersect with the highest-intensity areas of the quadrant. This high-intensity areas are defined as the 1% of cells with highest crime intensity in the underlying crime intensity matrix generated by the KDE. As before, the recommended patrol may change depending on the day and time of the day that the user inputs. When the user chooses a given quadrant, the display shows blue line segments delimiting the specified quadrant and red line segments signalling the streets to be patrolled as shown in the following examples:

![Segment Patrol Functionality](image)

**Figure 8: Segment Patrol Functionality**
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